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Highlight: the first egocentric vision-language pretrained model An Egocentric Video-Langauge Pretraining dataset 👉 EgoClip

Experimental Results

An Egocentric-friendly Pretraining Objective 👉 EgoNCE

 A Benchmark for Egocentric VLP Development 👉 EgoMCQ

Motivations: Existing VLP models are pretrained on Large-scale 3rd-person view datasets. In contrast, 
humans perceive the world in an egocentric way. How can we create an Egocentric VLP model?

Contributions: We pioneer Egocentric Video-Language Pretraining from pretraining dataset, model 
and development benchmark; the resulted pretrained model exhibits strong performance on five 
downstream tasks across three egocentric datasets.

Key observations: In the Egocentric domain, the same VLP model, different pretraining datasets;
EgoClip (3.8M) significantly outperforms 3rd person view datasets HowTo100M and CC3M + 
WebVid2M in both zero-shot and fine-tune settings. EgoNCE further boosts the performance.

EgoClip, a 1st-person video-text pretraining dataset comprising 3.8M clip-text 
pairs well-chosen from Ego4D, covering a large variety of human daily activities.

EgoNCE, a novel pretraining objective, which adapts video-text contrastive learning to the egocentric 
domain by mining egocentric-aware positive and negative samples.

EgoMCQ, a development benchmark that is close to EgoClip and hence can support effective 
validation and fast exploration of design decisions in pretraining dataset and model. EgoMCQ 
includes two settings: ``Inter-video’’ (left) and ``Intra-video’’ (right). The latter is more challenging.

Results on EPIC-Kitchens-100 text-video retrieval, the grey color rows are zero-shot evaluation.

Postive sample: share at least one noun and one verb.
Negative sample: close in time within the same video.

Contact: kevin.qh.lin@gmail.com
Code and model are available at 
github.com/showlab/EgoVLP
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